(Note that the four numbers —2,2.5,
sign checking for each of these intervals.)
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Exercise Find the solution of the inequality |2z — 5] >3 by -
(1) using a sign line: [ !
(i1) sketching the graph of y = [2x — 3/,
| Y
Exercise Find the solution of the inequality }3 — §| =1 s) ! Y ( 7{
Exercise Find the solution of the inequality |z — 1| + |r — 3| < 4. QX -)-’(y
24§
N
i ‘ | ’




Remark Just to recall a few basie properties of absolute values:

L |—al=la
2. |ab| = [allb
%)= la]
IR 1
4. la+b| < |a|+ |b| (Triangle Inequality)

where equality holds if and only if a, b are of the same sign (equivalently ab > 0), or one of them is 0.

The triangle inequality follows easily from

la+b? = (a+b)?=a’+2ab+b

= |a|* + 2ab+ |b]?

< laf* +2|al[b] + [b]* = (|a| + [b])?
la+b < |a|+|b|

where equality holds if and only if ab = |ab|, or equivalently, ab = 0.



Some Elementary Functions
Some elementary mathematical functions you need to get familiar with in Math1013 are:
e Polynomial functions: e.g., f(z) = 2 + 22% — 4z 4 5.

2 +22 —4x+5

e Rational functions; e.g., f(x) = e =
T+ 2T+ 7

e Power functions: e.g., f(z) = z*/2.

e Exponential functions; e.g., f(x) = 107.
e Logarithmic functions; e.g., f(x) = log,,x.
e Trigonometric functions; e.g., sinwx, cosx, tanr.

o Inverse trigonometric functions; e.g., sin~' 2, cos™ !z, tan~! 2.

Exercise Review the basic things about “lincar functions”, i.e., functions of the form y = mx + ¢, where
m # 0 is a constant called the slope of the function, and ¢ a constant called the y-intercept.

(i) How do you find the * ‘w-intercept”, “y-intercept” and slope of a linear function? For example, determine

the intercepts of the linear function f(z) = —2x + 3 and sketch its graph.
N—
(ii) Sketch the graph of a few more linear functions; e.g., y = 3z + 5, or y = —2z — 6.

(iii) What sorts of given conditions are sufficient for you to figure out the equation of a straight line? For
example, what if (i) (2,3) is a point on the straight line, and 2 is the slope; or (ii) (2,3) and (6,9) are
two points on the straight line?
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Basic Operations on Functions

f

Given real-valued functions f and g, we can define new functions f + g (sum), fg (product), and E

(quotient) simply by setting the following rules:

(f +g)la) = f(z) + g(x)

(fo)=) = fla)g(x)

as long as both function valnes, f(xz) and g(z), are well-defined, and the corresponding arithmetic operations
on them are valid. —_—

The main issue is that we need to be careful with the domains of these functions.

e For either (f + g)(x) or (fg)(x), the input value x must be in both the domain of f and the domain
of g in order to have well-defined function values to add or to multiply. Hence the domain of f + g, or
fg.is

{ : z is is the domain of f and  is also in the domain of g}

e For s{-}g to be well-defined, f(r) and g(x) have to be well-defined, and g(r) has to be non-zero. Hence

the domain of the function -g is

{x : x is is the domain of f, and x is in the domain of g, and g(z) # 0}

In addition to arithmetic operations. one can also connect two “input-output machines”™ (functions) to
form a new function, called the composition of f and g and denoted by the notation f o g, which is defined
by

(fog)(x) = flalx))

g !
X 80 SO

Obviously, we need g(x) to be well-defined first, and then ¢(x) to be in the domain of f in order to have
a well-defined function value f(g(x)). Hence the domain of f o g is given by

domain of fog = {x:x is in the domain of g and g(z) is in the domain of f}



1 x+1
Example 3. Let f(x) = — and g(z) = ii)— Find fof, fogand go f.
x T—2

(fo @) = f(f@) = f G) X2,

B-4) & 7

W= 4gly)= (). — 7

Exercise. Consider f(zr) = 2z — 1, g(z) = 2 :_1. Find the following functions, and determine their
domains. -

) flg(x (fogo f)lx)= f(y(f(:lfg) D(

\d +l _ 2[AH)-
| qﬁ(i(%)} 2 ”f - ( % % +0.
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e Even and Odd Functions &(X/

cven function if f(—x)= f(z
A function y = f(x) is called an { o fycsbivn: ‘f_(_),‘-fﬁ for all & in the domain of f.

odd function if f(—a) = —f(x) 0‘%6{

w

e Periodic Functions

A function f(z) is periodic if there is a number T' # 0 such that §W ’ C’O S 7V

fz+T) = f(z)
—

for all .r in the domain. The smallest such T > 0, if it exists, is called the (fundamental) period of the
periodic function.

%< % (Z) 4(x) < fin)

an increasing function if f(z1) < f(z2) whenever 2, < 23
a decreasing function if f(xq) > f(z2) whenever 21 < 2

e Increasing and Decreasing Functions

for all

_

A function y = f(x) is called {

1,2 in the domain of f.

R

Transformations of Graphs

As long as yon are familiar with the graphing process. it is pretty easy to see how the graph of a function
y = f(x) is related to the graphs of y = f{x) + k, y = f(e + k), y = kf(z) and y = f(kz) for some fixed
constant k.

pen sy upward shifting of the graph of f by & units if & > 0
hoof y = fx) + k:
&y Graph oty = J(z) + { Downward shifting of the graph of f by k units if & < 0

e = .. ) Shifting the graph of f to the right by |k| > 0 units if & < 0
(1) Graphiof.y= fla-+-4): { Shifting the graph of f to the left by k units if k > 0

(iii) Graph of y = - f(x): Reflecting the graph of f across the xr-axis.

(iv) Graph of y = f(—=z): Reflecting the graph of f across the y-axis.

Stretching the graph of f in y-direction by a factor of kif k > 1

r) Graphof y = kf{x), where k > 0;
(v); Greptioty F(), whete { Compressing the graph of f in y-direction by a factor of K if 0 < k <1

. Compressing the graph of f in z-direction by a factor of kif k > 1
i) Graphofy = f(kz), where k > 0; % :
tvi). Graphiof y=f{z), whete { Stretching the graph of f in z-direction by a factor of & if 0 < k < 1



_3x+2
T 9% -1

Example 8. Find the inverse function f~'(z) for the function f(r)

3z +2
Lety = Z‘Zi T Then

y2r—1)=3z+2+= 2y-3)r=y+2.

Hence y+2 42
xe=d ) oy R
-3 7y and [~ (z)= 5% —3

The domain of f~1, which is the range of f, is given by x # :f, i.e., (—oo, 3‘) U (:
The range of f~!, which is the domain of f, is given by = # %; iie., (—o0, %) U (:

,00).
o o))

LV Cd M

Exercise Find the inverses of the following functions, and their domains and ranges.
b d Mmoo 7
b

2+ 1

(a) y=4a®*+5 (b) y=

Y.
@) WE? e

I

x= fI =y :R{’/'[y

= e dowotn. ¢ (-2 ?)
i T (ange 47 € (-one)

1~9*
K= + /%{:54(7)
A /y/ O[OVV\O'WGM (f\r |}

< Kz
& = A YL (0. <)



e Note that we have the following identities:

(i) sin®@+cos?6 =1 (Pythagoras Theorem!)
(i) cos® =sin(6+3) (Graph shifting!)
(ili) sinf = cos(¢ — 5) (Graph shifting!)

In addition to the identity sin®# + cos? @ = 1, we have the following identities:

1+ tan?# = sec? @
1+ cot? @ = csc? 8
For example,
2 2 .2
sin“#  cos®f +sin” 1
1+tan?f=1 = = =sec? )
+tan i cos? cos? f cos2f %

To derive the angle sum formula cos(o + ) = cosacos 3 —sinasin 3, just consider the following figure:

Note that the two triangles APOR and ASOQ
are congruent, as you can rotate one to the other
by an angle of 3. In particular, we have

A Slides

'

PR=25Q. or  PR'=5Q*

Recall that the distance between two points
(zy.y1) and (z2,y2) is given by

Vies —21)? + (g2 — m)?

The identity follows then from PR? = SQ*:

~&#))

(cos(a + 3) = 1)% + (sin(a + 8) = 0)>2 = (cosa — cos(—3))? + (sina — sin(—3))?
cos?(a+ ) —2cos(a + B)+ 1 +sin’(a+3) = cos®a—2cosacosf+ cos? 3
+sin® o 4 2sinasin 3 + sin® 3
2—-2cos{la+8) = 2-2cosacos3+ 2sinasin g

cos(a+ ) = cosacos—sinasinfg



Cos(A-B) = Coqot €SP+ Sinksin P, .

Jor| = 0P| Lo (o )= Cocket A

Jom| = )OBlJr)B/m\ . / | NG
j0Bl= | oh)| st @ e
{OA[ lop| - CosP = CagP \j

J bm| )Pc} = [PAI Gm A PCOM,

{HE} %:dﬂ} Ea—
IPAl= JoP) - guf = Stob

Jom| = | 0B+ 1] = Cocok - GosP & Gk S
s (|



Trigonometric Identities

Angle addition and subtraction

sinf{a + 3) = sin 3 4 sin 3 cos o

A P ( ,.) = /gus_j\ ol ; & sinacos 3 = i[sin(a+ 8) + sin(a — 3))

sin{a — 8) = sinacos 3 - 3 cos @ : 2 g
; cosasin 3 = [sin{a+ 3) — sin(a — 3)]

cosacos 3 = %[cos[a + 3) + cos(a — 3)|

sinasin 4 = {;[(tus(u + 3) — cos(a — 3)]

a

sin o + sin § = 2sin %" [

Product to sum and sum to product \/

v,

an(a - 3)

T 14 tanatan3
. . 0 ]
sin 2a = 2sina cos o p . 8 ..
3 gora cosa — cos 3 = —2sin 2 sit
cos2a =2c0s" a~1=1~2sin"« N

- : : .
All these formulas can be derived from one identity

cos{a + 3) = cosavcos F — sin Fsin o

r/_—/_/\—

g (B o155 (4
SEE Al) = Cos (%) Cosfr G (5 i E

6&“10(2 {)iM(OWd) T $dmck CoS o4 SmACOSA =2 50k Co(A

e Cosh— Sk =
(1= Cogh+ St k)
0+6). Sk Fn = 2 G A Los 4.

-

Gndh = S &iﬁ + 5 )
= G ok cogrd +ws%ﬁ;ﬁ

G = §3~«(dj ’O%%)
— G P g %ﬁf@gg%ﬁw

o Ot Sz 2 sewl’i@-oosl;ﬁ
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Exercise.

1. Work out the triple angle formulas for sin 3. cos 3a.

(e
(Hint: sin3a = sin(a + 2a)) &J/{\ Zoﬂ c 2 63‘““' COSV‘
l—\/\/\_/x_’—\
2. Can you rewrite functions like y = a sinwf + b coswt into the form y = R sin(wt + C') for some constants
R, w, C? \_/)\/\’— — T —
Example. Since sin § = cos § = \}5 we have
y =sint 4 cost = \/_(sml cos — 1 + cost blll \/_sm(( +

= -

asinwt + bcoswt = \/ a? + b? [ sin wt 4+ —— cos wt}
i A Ve \/—

Hint: consider

which can be rewritten as Rsin(wt + C), or Rcos(wl + () for suitable choice of C.

L ShndA = s%(md)
_ A
= MSOHCO%%

— 2 5o s (I- (1253 - A

9 Gk [ S (-20) S
— Yoindk — Legh

denote = J0HF L{
_( d -
= G T “o/



The slope of a tangent line 6L°7)Q at. (a'i(“» (OV{OI a})

of  f{X)= Y-

Example (tangent line problem of cubic function)

Find the equation of the tangent line to the curve defined by the equation y x3 /’l
at the point (2,8). [a+h) b{OHUW\{ T wm

Consider the slope of the secant line passing through the point (2,8) and a

nearby point (2 + h, (2 + h)*) on the curve. Then 0 y‘ ] )
C@+hP-8 12hi6R R ) _ - - h-(' (a }1 + -
Mgae = Gth—3 5 =12+6h+h" — 12 ash—0 a

Using the limit notation, we have N 75 ( ) /,,
3 2., 13 )’,
o @ERP -8 2hi6R +h — (1264 4 1) = 12 -~ 4 (VI 0 +

mo0 (24 h)—2  ASb h

Hence the slope of the tangent line is 12, and the equation of the tangent line to V' ’
the graph of y = x* at (2.8) is V’

e o SRy S O
Moy = (_L)’i (LVIJ }‘OO } iy hl ‘L@)@}H‘ }|2+ o _,h\Vl

~

_ 04 n—a”"-M[”) " //:

_ pd™ 4 ”) o h+n-
(hﬂa f/J/J' -7
n-

= a

Shape ot aga of ¢lH)=7

Example 1. Find the equation of the tangent line to the graph of the function y = f(z) = 22% — 3 at the
point (1, —1). Find also the derivative function f’(x).

—— "\



logo 7 = bn
Slge t (o £a) [0, o),
Suppose that the slope of the tangent line to the graph of y = log, x at OQL
the point (1,0) is 1. We regard e as an unknown number‘we want to find. R [1} = l/L/I?{,
Then the trending behavior of the slope of the secant line passing through & /(

the point (1.0) and a nearby point (1 + h.log.(1+ h)) on the graph as
h — 0 should be

Mgec —7IO%1(1 L)h) 1 D Iog (1+h) D

=log.(1+h)* —1 ash—0
Using the limit notation, e is the number which satisfies
. i
II)er}) log,(14 h)* =1.
Since we have log, e = 1, one way to define the number e is

A

Let h= 10719, then (1 10720)1" —=2.7182821 ...~ e = 2.7182818 - .-

UgeC = In (o0 JW [ [ﬂj: [ cﬁh)":— (//HO)
[ |

' 7]
" I[|If<l|(1 h) ' U

@Hh)«a oy
875 (14 brifie)

[ I M’) ¥ = [bn (Y] 9
h=0 " L
- wﬁ " e ot la {0)) o )= lur

-~ a 15 a



The phrase “f(x) becomes arbitrarily close to L" means that f(x)
eventually lies in the interval (L — &, L + ), which can also be written as

- 0 Y enp Ygs g™ p 5.

The phrase “as x approaches ¢” refer to values of x, whose distance from
c is less than some positive number § that is, values of x within either O[(C),L
(c —d,c) or (¢c,c +9), which can be expressed with 0 < |[x — ¢| < 4.

(-6 &) 3§, §=0, -

The expression lim f(x) = L means for every ¢ > 0 there exists § > 0 such
X—C

hat |£(x) — L| henever 0 < |x — c| < &
that X) — < £ whenever U < |[x —c| < 0.
7 5<6

¢ <.

Y
L+¢)
O[ [C/&) G L’ étl'

S\




Ve have seén that even when f(c), lim f(z)and lim+ [ () all exist, it is still possible that they are not
e Tr—C

equal.

When they are all well-defined and equal, we say that the function is continuous at x = ¢.

Roughly speaking, this is a mathematical way to say that no ‘sudden jump’ on the graph will occur when
passing through = = c.

For most of the time in this course, we shall be dealing with the continuity of functions defined on an

interval, or the union of several intervals.

e [f ¢ is a number in the domain of a function f such that a small open interval (¢ — h, ¢+ h) containing
¢, where h > 0, is entirely lying inside the domain of f, ¢ is called an inferior point of the domain of

£
A function y = f(x) is said to be continuous at an interior point ¢ in its domain if lim f(x) = f(e).
r—e

e If @ is a number in the domain of of f which is not an interior point, then the continuity condition
lim f(x) = f(a) should be understood as f(z) is getting closer and closer to f(a) as x in the domain
Tr—a
of f is getting closer to closer to a.
In particular, 2 — a should be understood as & — a™ is a is a “left endpoint” of the domain. Similarly,

x — a should be understood as z — b~ if b is a “right endpoint™ of the domain.

e Sometimes, d is called a point of discontinuity of a function f if the condition

lim f(x) = f(d)

T—ra

is not satisfied, i.e., either (i) f(d) is not well-defined; or (ii) the limit does not exist at all; or (iii) f(d)
is well-defined but not equal to the well-defined limit lim f(x).
r—a

(According to this definition, every point not in the domain of f could be considered as a point of
discontinuity of the function, which is sometime confusing.)



Example 1. It is easy to see where the following functions are continuous/disconti

1) 7(:;,3,;@ [ &m £ (M)

Ay X

QEA I thedomodn (-).2) Lo Tmvaus

Example 2. Find the value of the constant % such that the following piecewise polynomial function is
ontinuous everywhere.

e f(‘r)={;i?§:2/k lfa_iﬁ r /(/
a#|. (wgﬁ %) = 4o %7;
o |
b i (Pe36-2k) < h-2k. =41
7 I
o %&x o 530 = 2-3h=dl)
q()yl l’l@l’l )ﬁ(z
=y = 373k = H). [ vt
oﬁ(\) )kyy -2 ( " SGCOWwahW@'



Properties of Continuous Functions
NN

e Sums, differences, products of continuous functions are continuous. In particular, polynomial functions
are continuous on the entire real line.

Recall here that a polynomial function of degree n is a function of the form

1

f(:l/') =az" + ap-12" "+ @ +ap

where ag,ay, ..., a, are real numbers, and n is a non-negative integer.

e The quotient g of two functions f(z), g(x) continuous at z = ¢ is continuous at r = ¢ as long as
gle) # 0. In particular, rational functions are continuous on the real line, except at the zeros of their
denominators, i.e., continuous on their domains.

Recall here that a rational function is a function of the form f(r) = (.‘.3‘ where p(x).q(z) are
qlx
polynomials with g(z) Z 0.

e For any positive integer 7, the root function £/ of a function f continuous at & = ¢ is also continuous
at x = ¢, as long as the power function is well-defined on an open interval containing c.

These properties are straightforward consequences of the limit laws. For example, if f and g are contin-

¢ —= % gl e
lim f(r) = f(a).  lm g(z) = g(a) Cc cC,

T—ra

uous at a, then

and hence
lim (f + g)(z) = lim (f(2) + ¢(2)) = lim f(z) + lim g(z) = f(a) +g(a) = (f +g)(a)

i.e., the function f + g is also continuous at a.

Remark. The elementary functions sinz, cosz, tanz, a® and log, # are all continuous at any point in
their domains. (Look at the graphs of these fuiiction!)

Remark. Note also that if [ is continuous at ¢ and g is continuous at f(c), then the composition of the
two functions g ¢ f is continuous at c. In fact, as @ —» ¢, f(z) — f(c) by the continuity of f at ¢, and hence
g(f(z)) = g(f(c)) by the continuity of g at f(c).



]

Intermediate Value Theorem
Theorem (Intermediate Value Theorem).  Suppose the function y = f(x) isn a

interval [a,b] and let w be a number between f(a) and f(b), where f(a) # f(b). Th @1re must be

v
~—— =

number ¢ in (a, b) such that fle) =w.

()

range

¥y

H) e .

a ¢ b

In other words, the equation f(z) = w must have at least one root in the interval (@, b). The Intermediate

Value Theorem is very useful in locating roots of equations.

P\ol/{e Thw.
Lajyxoly\ye M eIN ')/GI{\AQ T‘/\Wl

CO(\ACI/\] Ynean VU‘(MQ Tth

[oeb)

Show that there is a root of the equation 42* — 622 + 32 — 2 = 0 in the interval (1,2).

o () = b b43%2.

5’40\/\3 that 3 ( (;(7/2). st f =0 B
J’(7<J Q@W’(%uoug,a{ [l/l]{ - ”O\—V \
H)= kb2 = - <0 : 59 7} ‘
JG) = 3> 2441 =[2 >0. C ¢ (1)),

F <0 < 50). :

) Lt
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Limit Definition of Derivatives
Recall that the rate of change of a function y = f(z) at x = a is a certain limit called the derivative of

f at a , which is denoted by f'(a), and is defined by d[ ( rﬂ) M

f'(a) = lim flath) - fa) o lim f(x) — f(a) W ’

AL NN A L

o | I = [nx.
e f is said to be differentiable at © = a when f’(a) exists. \
’( - —=.
e Recall also that the limit f’(a) can be interpreted as the slope of the tangent line to'the graph of
y = f(x) at the point (a, f(a)).

whenever the limil exists.

If we want to measure how fast the function value y = f(x) changes as x varies, we consider the derivative
function f'(x), which is defined as follows:
. z+h) - f(z
o) = i 5= S0
/}Lﬂ\_l/_\

whenever the limit exists. Geometrically speaking, f’ is the slope function of f.

Non-Differentiability

The derivative of a function may not always exist, especially if the graph of the function is not "smooth”
enough; in other words, if the graph has certain "corners”.

A basic example is the absolute value function\f(x) = |z|.

ts%rivative at & = 0, namely f/(0), does
3 9 3 ” N
not exist since there is no tangent line to the graph at (0, 0).

More precisely, by the limit definition of derivative, we have

S - fO) . |h -0
i _ - »
FO) = i, == R
- NV = =l : {
but "N : d
. |h|—=0 . h N\ s
lim = lim -=1 AN » o
h—0+ R h=0+ b \, /
_|h|=0 . —h N || A
lim = lim —=-1 o i
h—0- h h—0- — &
i.e., the one-siHEd/-li\mits do not agree and therefore the limit I I AT

does not exist.



Note that the “left-hand derivative” f’(0) and “right-hand derivative” f' (0) of f(x) = || exist:

’ — |h| -0 "
SO
— b -0 )
’] T | =V n —
fel)= i = e== gt

Basic Formulas of Derivatives

(left-hand derivative)

(right-hand derivative)

Here are the derivatives of some elementary functions. Wthat these formulas are the results

of some limit computations.

for any constant ¢

for any

dcosr
dx

dcotx
dx

descr

dx
dinax
dr

constant exponent p # 0

= —sinx

— s

—¢scircot

1
X



Exercise

2 2
X< — X + xX*—=x+1 '
Find (i) lim ii I|m . Can you find all
) xo-1- X2 — (i ) —1+ x2-1 .
: ; 2 _x+1 :
vertical asymptotes of the function 5 ? and any horizontal
X —

asymptotes? )
Exercise

1 1 o
Compute the limit (a) |ir3+ (\/_)_( _ ;> (b) limzv X - 5x + 6.
X=2 X—> —

Compute the limit (a) lim_ E:n X;3 i 2, (b) lim ! +szinx.
x—e? (In X x—*O cos )
b} ‘\ Wt
b o 2 o () o ——
x-S -1~ 7( - Y% —' x -
- X
\eR (%14 [ —-
C”J U/'N\ ) = H’"‘[\ Ay ,-P 1=
e S T e

elw‘ /(X’(' J’(F{)" z—L—— /__’751
Y X —
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X360 i‘/jg t«O ‘
e j% = |
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Y=, 5 hokzant 0y mptite

C L L H-) Kt
2.4 (ﬁ-;ﬁ W5 K EH

A20° —
o = ()t
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= —©o
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Oct 5, 2020 Limits of Functions /Y (3’6)

Discuss the limits at x = 0,1,2 (1’4)
bl
[\{'/"\3[(7(13‘['% i 0<x<l, _(;, N
7o' A v IR
o )=
¢SCAN
um fﬂﬂ; (
%
o figop Ltz
- x2"
k72 K
When x'—>0, does the limit of f(x) exist? Lok B W
AT w>0F AT S B
ﬁ_)[ﬁ} g 5O
[t fti) = 240% ;g;; (\O .
X0” (d"“[/i‘/ﬂ'/“) — > (=07
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Discuss the limits of the following functions
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L’Hospital Rule (N@t necessary ) “@3
Vo tasl
~

L'Hépital's rule states that for functions f'and g which are differentiable on an open interval / except possibly at a point ¢
o —— 1

exists, then

p . P . uye i 7 - v 5 .
contained in /, if g‘f(m) = Bgig(m) —}or ?o_, and g(:v%O for all x in / with x # ¢, and lim

e g‘(m)
. f@) T f(@) edsy
lim =|lim ’
r—e g(m) e g’(a:
The differentiation of the numerator and denominator often simplifies the quotient or converts it to a limit that can be evaluated

directly.
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Rules of Differentiation

Whenever f’ and g’ both exist, we have the following rules:

df
o i(af + bg) = a— + bgg— = af’i_bg’ for any constants a and b.

dx' - dx-l— dx
- d _ .dg af "
@ Product Rule: dx(f'g) = fdx +gdx =g/ gf

4

d [ f df _ rdg 2. ool
© Quotient Rule: — ( ) = S 5 dx _ & 5 g
dx g 4

-

Basic Formulas of Derivatives
Here are the derivatives of some elementary functions. Keep in mind that these formulas are the results

of some limit computations. S
de
=—.=1 for any constant ¢
dr
dx? _—
— = pat for any constant exponent p # 0
dr
dsina dcosx :
= COST = —sinzr
dr dx
dtanz - dcot o
=sec™ x = —csc
dr dx
dsecr descr
=secxtanx = —cscrceotax
dx dx
de” = dinx 1
dx ' dr T

df

d B dg ;
(afi—bg)—a—+b—x—af + bg'. v

Prove the first rule 7 =t b7
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df d
df _ fdg i
Prove the quotient rule: i (i) = £ o 2 % = & =
dx \ g g g
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Exercise

Show that

d cot x
dx

dsecx
dx

dcsc X _
dx

O (wtH) =

2

= —CsC™ X,

= secx tanx,

= —cscxcot x.
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Find the derivatives of the foIIowing functions

(1, fo= 3sinx+Inx- X) (2 f(x)=xcosx+ x> +3
— '_7‘
(8 f(x)=(x*+7x- 5)s1nx _ [ (4, f(x)=x*(3tanx +2secx)

(5 f(x)=e*sinx—4cosx+—= 3 (6, f( )‘28inx+x*2(r ; ’l—" -5
) «/; , JWX)= Vx_"- I ﬁ;‘T - 7{ 5.
) ; xsinx—2Inx |

7 ) =—rs 8 f)=""1
\ x* +cotx . . .. Xxsinx+cosx

(9/ /)= Inx (10' Jx)= xsinx —cosx

(11, f(x)= (e +log, x)arcsin x ; ‘9{ f(x)=(cscx—3Inx)x’shx ;

(13: f(x)= X +secx : (14 FH) = X +sinx :

X —CSCX arctan x
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Find the derivatives of the following composite functions

( Ch&(ﬁ,\ Ru[@).

(1, y=@x*=x+1)?;

: .
B r-Tn=

(5: y=sinx?;

(7, y="vx+1-In(x+x+1);

) y'= 2 (28 (2K )
= )(27(1,7(41) (47(*9

(2 y=e>sindx;

(4 y= lnx

X
(6, y=cos~/;;

(8, y =arcsin(e™");
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Exercise

Define y = (1 + x2)sin(2x2 + &) + esnInx_ Show that
—_ =
1

dy — sin(2x;+ exz) + (1 + x?) cos(2x? + exz)(4x + 2xex2)

dx
Vv’

+ —esinInX o5 |n x.
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Flod out )

e AdwpleS ¥ y(x)

(1, y=x+arctany ;

(3 x—cosy=siny—x;

exevcises

(2 y+xer=1;
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(4 xy-In(y+1)=0; (n(ff (pwf)\/\/l&{))

(5, e+ —xy?=0; (6, tan(x + y)—xy =0,
(7‘ 2ysinx+xlny=0; (8 x>+ y*-3axy=0. .
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Theorems review

Theorem (Fermat's Theorem)

If f has a local maximum of minimum at an interior point c, and if f'(c)~
exists, then f'(c) = 0.

As a result, we obtain a basic approach to find the global maximum and
minimum of a differentiable function f on a closed interval [a, b] is:

@ Find all critical points of f in (a, b), and the respective function
values.

© Find the function values of f at the boundary points of the interval
[a, B].

@ Just compare these function values above to find the largest (global
maximum) and smallest (global minimum).

Rolle's Theorem

Combining the extreme value theorem and Fermat's theorem, it is easy to Q[[ﬂ /'\
conclude Rolle’s theorem.

Theorem (Extreme Value Theorem)

If f is continuous on a closed interval, then f attains an global maximum
f(c) and an global minimum f(d) at some numbers ¢ and d in [a, b].

Theorem (Fermat’s Theorem)

If f has a local maximum or local minimum at an interior point ¢, and if
f'(c) exists, then f'(c) = 0.

Theorem (Rolle's Theorem)

If f is continuous on the closed interval [a, b] and differentiable on the
open interval (a, b), and f(a) = f(b) and a < b, then f'(c) = 0 for some
number ¢ € (a, b).




Logramge MV Thw.
Theorem (Mean Value Theorem)

If f is continuous on the closed interval [a, b] and differentiable on the
open interval (a, b), then

f(b) = f(a) o f’(C)

b—a
- 0@
for some)c € (a, b)| or equivalently f(b) — f(a) = f'(c)(b — a).
|




Utilities of derivatives

Find the intervals of increasing/decreasing and local extrema of the following functions

(1 y=2x*-3x2-12x+1;

(3: y=\/;lnx;

(2 y=x+sinx;

(4:y:x”e"'Y (neN+) :
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-0 = flogl-d cclab)

Prove the following inequality by using (Lagrange) mean value theorem

Utilities of mean value theorems

(1) |sinx —sin y |[<|x— y]|;

(2) " lx=y)<x" -y <nx"'(x=-y) (n>1,x>y>0);

(3) bb“<1n2 bT (b>a>0); (M%: Y

a

/
(4) e >1+x (x>0). Q[/AC): /\5
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A little bit preview

Anti derivative 3//\{ eg Vottlon f
- I
Example 1. f(x) = 322 +— Solve the antiderivative problem: ;—1('.’ ) =3x*
dx

f

Example 2.

” < gy d
A(l) g(x) = 2cosx +— Solve the antiderivative problem: l—( ?) =2cosx
wr

//‘\
)

(ii) h(z) = x + €** «— Solve the antiderivative problem: d—-( ) =z +e*
=

dy (ﬁ) 32 14| ’_\—//%
—~ 917 " il
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Theorem (1st/2nd order condition)

Suppose function f is twice differentiable over an open interval I. Then,

the following statements are equivalent:
(a) fis

(b) f(y) > f(x)+ f'(x)(y — x), for all x and y in I.
(c) f"(x) >0, for all x in |.

Loogangon MY Thm

L)~ Ha= {4 bl

If f is/twice differentiable on (a, b) and continuous on [a, b], then

F(b) — F(a) — F(a)(b—a) = Db ap?

for some ¢ € (a, b). A

Hint: Consider

@ — P~ Fa) — Fa) =gy — D= ((a) - :;ga)(b -a),
O

Gk o ) f(b) —f(a) — f'(a)(b— a)
K= ()~ F(a) 2 e
What if you now apply tme—; heorem? What is h"(x)?

3)
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W46 _ )= QNJMM
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For any x and y in [, we have

Fy) — F00 — Py —x) = 2y — 2

for some z in [x, y] (which means z is in [ and f"(z) > 0). Then

Fly) = £+ Py )+ Ty — 2 = £ + PGy )

Theorem (also holds for non-differentiable function)

Suppose function f is convex on interval |. If x* is a local minimum over

I, then x* is also a global minimum of f over |. ~ — "4~ "

(V2

If function f is convex and differentiable over an interval I. Then any
point x* that m(m holds that f(x*) is a global minimum.

\



Provide examples of f(x) for the following cases/respectively
(f] o f(X)is convex, but not differentiable )

L
(2) @ f(x) is convex and differentiable, but f’(x) is non-differentiable 7 !

(3) @ f(x) is convex and differentiable, and f(")(x) is differentiable for all
positive integer n. 07(‘

Suppose that f and g are continuous on a closed interval [a, b], and are
differentiable on the open interval (a, b). Suppose that g'(x) is never zero

e A . .
; | : lim f(x) = =)
on (a, b) and tim () exists, and that Jim, (x) xl_lbn;kg(x) 0
Then

lim @: lim fig)
x—at g(x) x—at gl(X).

This theorem doesn't require anything about g’(a), just about how g’
behaves to the right of a.

The conclusion relates limit of f(x)/g(x) to another one-side limit of
f(x)'/g(x)', and not to the value of f'(a)/g’(a).

Exercise/ Tutorial
Prove Macho L'Hopital's rule.

@: Although we do not suppose what is f(a) and g(a), we can define
F(x) = {0 =2 and G(x) = {0 =,
X>a

o f(x) g(x) x>a
Then try to prove the following theorem and apply it.
e

—

Theorem (cauchy's mean value theorem)

If F(x) and G(x) are continuous on [a, b] and differentiable on (a, b), then
there is a point ¢ in (a, b) such that

(F(b) — F(a))G'(c) = (G(b) — G(a))F'(c).
(when G(x) < x, this is the same 5 the usuaT ean vaTue Thearein)
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Baby L'Hopital’s Rule

Since w we have o Gqu/ g(aj - Ef(@
i kB) e, dd=ile) x—a
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Exercises for L’Hospital rule.

(0 lim x cot 2. ; (2) lim -)1;) 5
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Find an approximate value of the root of the equation

by the Newton's Method (using calculator or MATLAB).

cosx —x=0
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Newton's method may fail even if f/(xx) # 0 for any k when xg is far way
from the solution.

Exercise

Consider solving
f(x) = X3 =0

by Newton's method with initial point xg = 1.

| N

Exercise

Compare the convergence of Newton's method with bisection method
(Lecture 08). Which one is faster?
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Exercise

Check the f |
eck the formula d| . i X;EO (/OO/O)
—In|x| ==
dx (o, fe0
Q
and i ! )
/;dX=|n|X|+C.
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Find the following indefinite integral

s dx
Vx2+1

o /secxdx (hint: let u = secx + tan x)
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Exercise

Find the following indefinite integral

Q /X\/X + 1dx

Q /Inxdx

1) u= %l dusdx
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Theorem (Fundamental Theorem of Calculus)

Let f be a continuous function on the closed interval [a, b]. If F(x) is an
antiderivative of f, i.e., F'(x) = f(x), then

b
/a f(x)dx = F(b) — F(a),

which is often denoted as F(x)|: or [F(x)]:.

In other words, whenever you can find

/. f(x)dx = F(x) + C,

it is just one step further to find the corresponding definite integral:

b
/ FiYdieo= F(b) = E(al.

xp+1 e C

/x”dx: L
. p+1

— /e"dx=e"+C

1 1
—In|x|=; = /;dx:ln|x|+C

d . :
d—smx:cosx = cos xdx = sinx + C
X .

(;ix[—cosx]zsinx = /sinxdx=—cosx+C

/seczxdx =tanx + C




Find the derivative of F(x) t eg GDV'Sf , N Qle
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Find the integral of the following functions.

(1) [ x*@-x*)dx;

\(3\) [l +39)a;

I (x+Ddx

(5) '[l(t +2%+5)°

™ [
9) jo e* sin2 x dx ;

X
i cos? X

|
(\1\) x2 arc tan xdx ;

(13)j “xPe dx;

1 dx

mf

@ﬁqf“wﬁv

B g -6

AR =
\ (

= 23

= du= =Pkl ow%@%
L

- R W

5] x& e @?Jrﬂ
%H)L%[f

= - — 3 2 “
—\ QH

A

J-(x 1)(x* x+1)
eyt

(4) j;gc(l —4x%)dx;

1
}‘6\( IO arcsin xdx |

(8) J.jxtan2 xdx:;

(10 jle sin(Inx) dx ;
e

(12 L“”xl In(x—1)dx o

(14 _Lle”mdx

(16 _%\/(]—T)J,
|

(P#f/%%t“}%

o{%{ _UM/

2(#+4)

f_ L
b@e}m’) S%



g 0dd dwc -

(7)f/7?:})— (AK <F[7§ SWX e ]- L/L]
T (SA 2 /\é zyg_
¥ (/ 7&) = b&j — /‘\ &;@ Wntarel
L\B )
Uq I;je S%L(Mjo{x S x 9[%):5&(%%]
S £ g lred ol
T= Al |- (ol o
g//\/
I o6 (it bl G (1o
| % Wil ot
~ ﬁ@g({m(} Q%W X)”XM(M
7= of gh{log]| - 7es{lo] = T
LI; ~ . -
1= @ (G- 0osl]



3 fv&
o\><

|-

<€ IB

A= edr =) dor= %‘V&L

o




Find the counter example to the following propositions:

W ortimoss , (Koo Cegah e

1. f(x) is differentiable at x=a, then f’(x) is contlnuous at x=a;
2. The derivative of f(x) f’(x) exists;then f'(x) is Riemann integrable.

|l o [ Skl e %)% 2 e[l
) r K= 0 ;120
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Prove:

(1, Ef(cosx)d_\- =I" f(sinx)dx;

(2] rxf'(sinx)dx=£ [7 f(sinx)dx .
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Use the results of previous question to find the following integrals.

(2 [P s . (OVCfamﬂ[t

1, [ xsin® xdx;
U ’ ¢ 1+cos? x

(3 =

0 1+sin® x
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Taylor series

More general, for f(x) that is infinitely differentiable, we can approximate
it by Taylor series

f(x)::sf(a)+f—,l(!a—)(x—a)-*-@(x—a)z-k @(x—a)3+---

In above examples, we take a = 0 and f(x) be sin x/cos x.

We can also think this strategy is an extension of linear approximation

f(x) = f(a) + f'(a)(x — a)
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