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Second-Order Characterization

Theorem (Smoothness and Convexity)

Let f(-) be a twice differentiable function defined on R?
© It is L-smooth if and only if —LI < V2f(x) < LI for all x € R9.
@ It is convex if and only if V?f(x) = 0 for all x € RY.
@ It is p-strongly-convex if and only if V2f(x) = ul for all x € RY.

Sometimes, we say f(-) is f-weakly convex if the function

g(x) = F(x) + 5 [l

is convex for some ¢ > 0.
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Second-Order Characterization

Let f : R? — R be a twice differentiable function. Suppose that V2f(-) is
continuous in an open neighborhood of x* € RY.

Q Ifx* is a local minimizer of f(-), then it holds that
Vf(x*)=0 and  V?f(x*) = 0.
@ If it holds that

Vf(x*)=0 and  V3f(x*) =0,

then the point x* is a strict local minimizer of f(-).
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@ For unconstrained quadratic problem
1
min f(x) 2 =x"Ax — b 'x,
x€R ( ) 2

where A € R9*4. We have V2f(x) = A

@ For regularized generalized linear model

)\ 2
min f(x) = Z¢, a'x) 5 l1x]]5 -

xeRd

where ¢; : RY — R is twice differentiable. We have
1 . (AT
== di(alx)a+ Ax
i3
and

1 n
2 _ - e Al
Vof(x) = . ;:1 ¢ (a; x)aza; + AL
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Applications in Matrix Approximation

Given a symmetric positive-definite matrix K € R9*9 and we sample a
subset of columns C € R¥*™ where m < d.

We want to establish the estimator of K by the formulation

min  f(U,8) 2 HK —(cucT + ‘S'd)H

2
UeRm*m §cR F’

It has global solution
U = C'K(C " —s*(CTC)f
and

5% = ﬁ (tr(K) - tr(cTKC)) .
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Applications in Matrix Approximation

We can show that

CUSCT +6%14 -0

and

(QUSSQT _'_5ssld)fl
:(555)_1|n o (555)—2Q(|m + (555)—1USS)—1US$QT'

is well-defined, where Q € RY*™ is the orthogonal bias of C € R¥*™.
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