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Matrix Calculus

Given differentiable f : Rp×q → R and X ∈ Rp×q, we define

∇f (X) =


∂f (X)

∂x11
. . .

∂f (X)

∂x1q
...

. . .
...

∂f (X)

∂xp1
. . .

∂f (X)

∂xpq

 ∈ Rp×q and dX =

dx11 . . . dx1q
...

. . .
...

dxp1 . . . dxpq

 ∈ Rp×q.

We have

df (X) =

p∑
i=1

q∑
j=1

∂f (X)

∂xij
· dxij = ⟨∇f (X),dX⟩ = tr

(
∇f (X)⊤dX

)
and

d(XY) = (dX)Y + XdY, d(AXB) = A · dX · B
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The Hessian

Suppose that f : Rn → R is a smooth function that takes as input a
matrix x ∈ Rn and returns a real value. Then the Hessian with respect
to x, written as ∇2f (x), which is defined as

∇2f (x) =


∂2f (x)

∂x1∂x1
· · · ∂2f (x)

∂x1∂xn
...

. . .
...

∂2f (x)

∂xn∂x1
· · · ∂2f (x)

∂xn∂xn

 ∈ Rn×n.

We write Taylor’s expansion for multivariate function f : Rn → R as

f (x) ≈ f (a) +∇f (a)⊤(x− a) +
1

2
(x− a)⊤∇2f (a)(x− a).
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Topology in Euclidean Space

Open set, closed set, bounded set and compact set:

1 A subset C of Rd is called open, if for every x ∈ C there exists δ > 0
such that the ball Bδ(x) = {y ∈ Rd : ∥y − x∥2 ≤ δ} is included in C.

2 A subset C of Rd is called closed, if its complement Cc = Rd\C is
open.

3 A subset C of Rd is called bounded, if there exists r > 0 such that
∥x∥2 < r for all x ∈ C.

4 A subset C of Rd is called compact, if it is both bounded and closed.

Is there any subset of Rd that is both open and closed?
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Topology in Euclidean Space

Interior, closure and boundary:

1 The interior of C ∈ Rn is defined as

C◦ = {y ∈ Rn : there exist δ > 0 such that Bδ(y) ⊆ C}

2 The closure of C ∈ Rn is defined as

C = Rn\(Rn\C)◦.

3 The boundary of C ∈ Rn is defined as C\C◦.
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Topology in General Case

In a metric space, an open set is a set that, along with every point x,
contains all points that are sufficiently near to x.

The other concept also can be generalized in the similar way.

For example, the positive-definite matrices on Rd×d with distance under
spectral norm is open.
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Convergence Rates

Assume the sequence {xk} converges to x∗. We define the errors

zk = ∥xk − x∗∥

and suppose

lim
k→+∞

zk+1

z rk
= C for some C ∈ R.

Q-convergence rates:

1 linear: r = 1, 0 < C < 1;

2 sublinear: r = 1, C = 1;

3 superlinear: r = 1, C = 0;

4 quadratic: r = 2.
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Convergence Rates

Consider the example

xk = 2−⌈k/2⌉ + 1,

It should converge to x∗ = 0 linearly, however,

lim
k→+∞

|xk+1 − x∗|
|xk − x∗|

does not exist.
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Convergence Rates

Suppose that {xk} converges to x∗. The sequence is said to converge
R-linearly to x∗ if there exists a sequence {ϵk} such that

∥xk − x∗∥ ≤ ϵk

for all k and {ϵk} converges Q-linearly to zero.
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